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Item 8.01. Other Events.

On March 28, 2013, VeriSign, Inc. (“Verisign” or the “Company”) released Verisign Labs Technical Report #1130007 version 2.2: New gTLD Security
and Stability Considerations (the “Report”). The Company provided the Report along with a cover letter to the Internet Corporation for Assigned Names and
Numbers (ICANN) (the “Letter”) on March 28, 2013. A copy of the Letter and the Report are attached hereto as Exhibit 99.1 and Exhibit 99.2.
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Exhibit 99.1

 Mr. Fadi Chehadé, CEO
Internet Corporation for Assigned Names and Numbers
12025 Waterfront Drive, Suite 300
Los Angeles, CA 90094-2536
USA        

12061 Bluemont Way
Reston, VA 20190
t: 703-948-3200

  
VerisignInc.com    

 

 

                

March 28, 2013

Dear Mr. Chehadé,
 
As you know, Verisign is a long-time supporter of ICANN and a participant in the new generic Top Level Domain (“gTLD”) program. We firmly believe that
the new gTLD program is an important way to extend the value of the Domain Name System (“DNS”) well into the future, and that its success is important to
the entire community. We have made 14 direct applications for new gTLDs, and applicants representing more than 200 strings have selected Verisign as their
back-end registry services provider. With the infrastructure and financial commitments already made, Verisign is heavily invested in the program, and is
committed to the program's successful execution.

As the operator of infrastructure supporting some of the largest gTLDs, Verisign has provided more than 15 years of availability for .com, supporting over
106 million registrations, and a daily peak of more than 117 billion lookups. We have delivered this level of service while applying numerous upgrades and
large-scale feature enhancements, such as DNSSEC and IPv6 support. The resulting stability has provided the confidence on which, according to the U.S.
Department of Commerce, over $200 billion in direct e-commerce was conducted in 2012. Our security team is among the most experienced in assessing and
addressing risks to DNS security and stability.

Our just-completed study, titled “NEW GTLD SECURITY AND STABILITY CONSIDERATIONS,” by Verisign's internal security team, our product
management group, and Verisign Labs, is enclosed.

We commend you for your remarks on security at the new gTLD webinar and the Registry Stakeholder Group meeting, both held earlier this week. Your
unequivocal position that security and stability will not be risked, and that any threats will be addressed prior to the new gTLD program moving forward, are
strong statements in support of protecting all Internet users.

Verisign stands ready to assist ICANN in any way to address the issues identified in our report.

Sincerely,

/s/ D. James Bidzos

D. James Bidzos
Executive Chairman, President and Chief Executive Officer
VeriSign, Inc.

cc: Mr. Lawrence E. Strickling, Assistant Secretary for Communications and Information , U.S. Department of Commerce
Dr. Stephen D. Crocker, Chairman, ICANN Board of Directors
Mr. Cherine Chalaby, Director, ICANN, and Chair, New gTLD Program Committee



Exhibit 99.2

NEW GTLD SECURITY AND STABILITY
CONSIDERATIONS

[Verisign Labs Technical Report #1130007 version 2.2]

Abstract

The introduction of multitudes of new generic Top Level Domains (gTLDs) into the DNS (the Internet's de facto name mapping system) will have
far-reaching effects. Any party concerned with the issues of privacy, trust, confidence, or the overall security of the DNS after the addition of new
gTLDs (either from the consumer or the operator perspective) is implicitly depending on the Internet Corporation for Assigned Names and
Numbers (ICANN) and the broader DNS community to appropriately address these issues before delegating any new gTLDs. The risk of a misstep
during the process of introducing new gTLDs to the global DNS could have far-reaching and long-lasting residual implications.

Many of the issues cataloged in this report focus on work that is currently not done, and should be completed before any new gTLDs can be deployed
in a safe and secure manner. To both illustrate the concerns that exist and to clearly identify the rationale behind these concerns, the general areas of
focus in this report are: Root Server System implications, Operational Readiness for gTLD Registries, and Risks of Name Collisions on the Internet,
all of which will potentially have a considerable impact on the security and consumption of new gTLDs, as well as on the broader existing DNS
ecosystem.

I. INTRODUCTION

The ecosystem surrounding the Domain Name System (DNS) [10] has been evolving since the late 1980's. During this time, it has become a multi-
stakeholder system that is rich with technical, political, and operational policy complexity. Many understand the basic structure of the global name space of
DNS is a simple tree structure; with a single root “zone” delegating to Top Level Domains (TLDs), and those TLDs delegating to Second Level Domains
(SLDs), etc. However, the rich complexities of DNS' structure and interactions are not always deeply considered (especially in the face of those who wish to
change them).

A great deal of prior work has outlined much of the nuanced (but extensive) complexities of DNS' ecosystem. Issues like Transitive Trust [16], [19],
complexities that arise from adding cryptography to the DNS via the DNS Security Extensions (DNSSEC) [18], [15], the 3 R's of DNS (Registry, Registrar,
and Registrant relationships) [18], the need to quantify DNS' (and DNSSEC's) operational status(es) [17], and many more. The list of these sorts of systemic
complexities and dependencies betrays the relative caution that stewards of the DNS generally exercise when evolving the DNS. However, without proper
precautions, processes, and safeguards being in place and fully specified, the advent of a multitude of new generic Top Level Domains (gTLDs) to the DNS
root zone may give rise to security and stability issues.

Though the process of deciding whether to add new gTLDs, and the steps to outline how to add them, has been ongoing for many years, 2013 is the target
year for the newest round (and largest addition of) new gTLDs to go live. In preparation, many concerns and prerequisites have been outlined. However, at
the precipice of these new additions, many details, processes, questions, and concerns remain unaddressed. In this report, we outline many of the missing
elements and some of the possible ramifications that could result from deploying new gTLDs, and the effects that could be felt throughout the Internet if
proper caution is not exercised. Having been commissioned by the senior management at VeriSign, Inc., the goal of this report is to catalog many of the issues
Verisign is currently facing related to new gTLDs and the surrounding processes, specifically from the perspective of a large registry and Internet
infrastructure operator. Additionally, the aim is to raise the awareness of the various elements and subtleties of the rollout process, as well as the seriousness
of issues that could prove to have significant consequences and perhaps even destabilize global operations of the DNS if not given due consideration.



The remainder of the work is organized as follows: we first motivate many of our concerns with real world examples of how unexpected complexities in the
DNS ecosystem have already led to major operational challenges that were only visible after initial deployment (and which suggest changes be made slowly
and cautiously), in Section II. Then, Section III discusses the non-obvious details of the operations of the DNS root zone, and how its holistic status is really
the result of a federated effort, and provides discussion of the importance of measuring its status. Next, Section IV discusses the complexities that are
involved in adding new gTLDs to the root zone. With these baselines, Section V introduces the complexities that arise from the DNS ecosystem's
“interdisciplinary” nature. Lastly, we conclude in Section VI.

II. SYSTEMIC COMPLEXITIES

The DNS is a deceptively complicated system: its namespace is a hierarchical tree structure, its data is often organized in simple zone files, its zones are
served by simple name servers, and its clients recursively traverse the namespace tree, etc. However, the operational realities and complexities of today's
Internet give rise to many non-obvious security and stability issues. To illustrate the nuanced, yet critical, issues that can arise from seemingly straightforward
changes we look at two failure modes that were entirely surprising and arguably, unforeseeable before they occurred: i) “rollover and die,” and ii) the
“poisoning” of recursive resolvers through DNS censorship.

In the early days of DNSSEC validation in 2010, an odd burst in traffic began to appear at various DNSSEC authoritative name servers. Increasing numbers
of observations indicated that periodically, name servers would come under extreme load for DNSKEY queries from validating resolvers. Subsequent
investigations identified what has come to be known as the “rollover and die” problem [9]. In this case, when validating resolvers found unverifiable
DNSKEYs, they began iterating over the DNSSEC chain of trust (all the way up to the DNS root), until the chain was mended. As a result, even simple
DNSKEY rollovers resulted in extremely large traffic volumes all the way up the delegation chain. This unintended behavior resulted in a way for descendant
zones (or arbitrary depth in the DNS hierarchy) to prompt all validators to direct excessive query loads to all ancestors. While this behavior has been
corrected in validating resolvers, it serves as a warning that the relationship between what data is being served, and what query behavior it may elicit is not
always obvious.

Another example of unintended interactions was observed in conjunction with Internet censorship. For some time, it has been known that different political
climates result in DNS censorship [2]. One unexpected consequence of this increasingly common behavior is that it can result in a Denial of Service (DoS)
vector to name servers [1], [24], [8], [26]. What has been observed is that if a DNSSEC validating resolver is presented with a non-validatable response from
a name server, it will try other name servers for the same zone, and it will blacklist that name server (considering it invalid). This can happen if, for example,
a censoring country has middleboxes rewriting responses to queries from censored domains, and serving those to the querying resolvers. The rationale behind
the resolvers' behavior (blacklisting the name servers) is to protect the DNSSEC cache from a source that seems to be sending invalid data. However, in the
event that the entire set of name servers appear to be transmitting unverifiable (such as when censorship is being employed), resolvers may no longer be able
to reach any information served by these authorities.

We use these two cases as just two illustrations of how unforeseen interactions must be expected when making changes to DNS, and that the types of complex
interactions may often be unknowable, a priori.

III. THE ROOT SERVER SYSTEM

The ability of the root server system to introduce the multitudes of new gTLDs (rather than the very few that occasionally are added today), deal with the
increased frequency of change, and identify any issues before they negatively impact the operation of the global Internet is paramount. The following two
subsections, Section III-A (System Monitoring and Reporting) and Section III-B (Automated TLD Additions to the Root) catalog areas where action needs to
be taken before any new gTLD delegations occur in order to minimize risk to the overall Internet ecosystem, as delegation of names in the root has far
broader implications than simply updating the root zone file.

A. System Monitoring and Reporting

Practically since the beginning of the Domain Name System (DNS) [10] in the early 1980s, the root servers have been operated by different organizations.
Today twelve organizations operate the thirteen root server IPv4 addresses, and only nine root servers have IPv6 addresses present in the root zone. Because
of techniques enabled by IP anycasting, there are many more than 13
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physical servers, but by convention, all instances of a given root server IP address run by the same operator are still referred to collectively as a “root server.”

Each operator is responsible for only its own root server, and has complete autonomy in the design of its infrastructure, the type of hardware and software
used, and the operating and monitoring procedures. The root operators are independent organizations; there is no umbrella organization to which they all
belong. They have established communications channels for loose coordination and meet regularly in person. All operators share one important unifying
principle: to publish the root zone administered by the Internet Assigned Numbers Authority (IANA) function.

This multi-operator arrangement makes administration of the root zone unusual compared to other critical DNS zones, but the dedication and technical
expertise of the root operators have allowed the current administrative model to succeed. There is one area where improvement is necessary, however: unified
monitoring and reporting of the root server system to allow visibility into the system as a whole.

Each operator monitors its own root server, and some operators report the status and performance of their services publicly. But this monitoring applies to
individual root servers, not to the entire root server system. There is no mechanism currently in place to allow a detailed view of the entire system, short of the
annual “Day in the Life” (DITL) [6] data collection, which covers only a short time period and has been implemented for research purposes, not to provide
overall monitoring and an operational view of system health. Such a view needs the consent of the operators: only individual operators have access to detailed
information about their respective services, and a high-resolution picture of the system's performance can only be obtained by combining this detailed per-
server data. As an example, while individual operators know how much traffic their individual servers receive, without aggregation of this data from all the
individual operators and their servers, it is difficult to determine how much traffic the entire root server system receives.

Since at least 2009, there has been lengthy discussion within the ICANN community about the ability of the root to scale to accommodate new gTLDs. This
discussion ultimately led to a request by the ICANN Board in late 2012 [14] affirming the need observed by the Security and Stability Advisory Committee
(SSAC) for “actual measurement, monitoring, and data-sharing capability of root zone performance.” [20] Separately, the Root Server System Advisory
Committee (RSSAC) had earlier agreed in late 2010 [13] on the need to establish standard metrics to be collected and reported by all operators so that the
entire root server system's performance could be monitored to establish a baseline of behavior, and as a result of that baseline, any possible negative effect
from the added TLDs identified.

There has been significant progress on establishing coordinated monitoring and measurement of the root, but there is work yet to be done. As of this writing,
RSSAC is finalizing the specific metrics that each root operator will collect, and some operators are already collecting data based on the preliminary data
collection specification under review. A separate discussion about where the operators will send their respective data for analysis once collected is also in
progress within RSSAC.

The current inability to view the root server system's performance as a whole presents a risk when combined with the impending delegation of the multitude
of new gTLDs. There is not yet a holistic view of the system's performance that would enable the technical community to determine the impact of added
TLDs.

The progress to date on unified measurement is admirable and encouraging, and a successful outcome is in sight and closer than ever before. But it is vital to
the security and stability of the root server system that metrics collection from all operators is in place before delegation of new gTLDs begins. It is also
critical that the operators reach consensus on a mechanism for all collected measurement data to be shared with the community for analysis.

It is important to note that harmonized monitoring and reporting must start sufficiently ahead of when the first new gTLDs are delegated to establish a
baseline for the current normal performance of the system. Without a baseline, determining
whether or not future changes represent a negative trend becomes very difficult.

Only with harmonized metrics collection in place and an understanding of the current system's normal performance parameters can the rapid expansion of this
critical operational system be considered safe.

B. Automated TLD Additions to the Root

Three organizations cooperate to produce the root zone:ICANN, as the IANA Functions Operator, processes requests for changes to the zone. (Usually these
changes come from existing TLD operators, but requests for delegation of new gTLDs will come from elsewhere within ICANN.) ICANN communicates
change requests to U.S. Department of Commerce's (DoC's) National
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Telecommunications and Information Administration (NTIA) for authorization and Verisign, the Root Zone Maintainer, for implementation. Verisign
maintains the database of record for the root zone from which the zone file is generated.

Until recently, the process to update the root zone was largely manual: the three organizations communicated changes using human-readable forms via
cryptographically signed email. In July 2011, ICANN and Verisign each deployed new systems that largely automated the change process for existing TLDs.
At ICANN, TLD operators can submit changes via a web interface rather than filling out an email template; ICANN's system communicates change requests
using predictable semantics to Verisign's system using the Extensible Provisioning Protocol (EPP), the same protocol used between many TLD registrars and
registries; and DoC NTIA personnel authorize changes via a web interface rather than a signed email. Not every aspect of the system is automated, however,
which was an intentional design decision. At Verisign, for example, each pending change (and a corresponding report showing the results of various
validation tests relating to the change) is approved by a DNS expert engineer before it is implemented in the root zone. The process keeps the best part of the
manual aspect - inspection by a human - while removing the risk involved with interpreting templates and transcribing changes from email to database.

Not every aspect of TLD administration ultimately planned for automation is automated at this point, however. ICANN's root zone management system only
processes changes for existing TLDs. The process of creating TLDs follows a different
process than TLD changes and has historically used a different system. Since ICANN's initial automation development effort focused on the system that
processes changes for existing TLDs, ICANN's automated system did not initially use the EPP interface with Verisign's system to add a TLD. Instead, the add
TLD process uses the legacy cryptographically signed email templates among ICANN, Verisign and DoC. After addition of a new TLD is authorized by DoC,
Verisign engineers enter the new TLD parameters from the email template into a tool that communicates via EPP to Verisign's automation system, which has
always supported the add TLD function. This process is undesirable because it still requires an engineer to transcribe requests, and also results in a longer
time period when the data in ICANN's and Verisign's systems is not synchronized. Regardless of the number of safeguards in place and the care taken, a
manual transcription will always introduce more risk than a transaction that does not require human involvement.

Verisign and ICANN have both acknowledged the importance of fully automating the add TLD process since shortly after the initial automation system was
deployed in July 2011. We have also agreed on the necessity of this automation before delegation of new gTLDs begins. Verisign believes that a significant
increase in the frequency of new gTLDs being created without the data integrity and validation benefits offered by automation represents a security and
stability risk.

Fortunately, a development effort at ICANN to complete this automation is underway and has reached the stage of integration testing with Verisign's systems.
There has been good progress, but also some initial uncertainty over the scope and completion date of the testing. This uncertainty, combined with uncertainty
over when the first new gTLDs will be delegated, has led to concern that the add TLD automation effort might not be tested, deployed and had time to run in
place with normal root zone churn before new gTLDs become ready for delegation.

We are confident this effort will be successful and the add TLD process will be fully automated. But for data integrity reasons, we believe it is important that
the effort be finished in sufficient time before new gTLD delegation begins.

Figure 1 illustrates the growth of the number and type of objects in the root zone itself over time. Because each new TLD requires multiple associated objects
to implement the delegation, the overall root zone size has a multiplicative relationship relative to the number of new gTLDs. In other words, for every new
TLD, multiple records must be added to the zone. One can see the growth of new TLDs (country code and generic) over time has been fairly modest, while
associated resource records have been added at varying increasing frequencies. The combinatorial effects of introducing DNSSEC [3], [5], [4], IPv6 AAAA
resource records [23], Internationalized Domain Names (IDNs) [7], and new gTLDs into the root zone all within a relatively short time frame are still not well
understood, particularly aspects relating to the impact on the broader DNS ecosystem, as well as the impact on external dependent systems, as discussed in
later sections.

IV. OPERATIONAL READINESS FOR GTLD REGISTRIES

Rolling out the multitudes of new gTLDs and implicitly adding the associated levels of churn into the relatively stagnant DNS root zone will require a lot of
process and dependencies. The smaller scale evolution that the root has traditionally experienced likely has not illuminated the process-related complexities
and problems that, in our considered opinion, will almost certainly abound with larger scale changes. Without a well constructed and well reasoned process
model, and at the scale of changes foreseen with the addition of the unprecedented rate of the new gTLDs being added, the entire DNS hierarchy faces the
potential for issues at or near the root of the DNS tree, and the fallout from such a change could affect all delegations.
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From our perspective as a large-scale registry operator, it is apparent that the new gTLD timelines provide little accommodation for the operator aspects of the
process. That is, given the information to date, it seems as though ICANN has taken a very ICANN-centric role in establishing these timeliness, and gave
little consideration to the fact that registry operators would need to ingest requirements, implement, specifications, pilot internally, prepare to accommodate
test cases, consider the security implications and change management functions required, etc. It actually appears as though there is little to no time allotted for
operators to adequately prepare, and the lack of stable fundamental specifications and test plans within days of publicly stated testing times illustrates a clear
disconnect between aspirational timelines with the New gTLD program and operational realities with which various stakeholders are constrained. The
following subsections capture some areas where timelines, sequence and dependencies have been and continue to be problematic for Verisign in this area: the
Trademark Clearing House (TMCH) will determine which registrants are entitled to register within gTLDs without a trademark infringement, Pre-Delegation
Testing (PDT) will ensure that new gTLDs are ready to go online, Emergency Back End Registry Operator (EBERO) + Escrow + Zone File Access (ZFA) all
ensure the “who,” “what,” and “how” of handling cases where a gTLD suffers a failure and goes offline, SLA Monitoring tracks the security and status of new
gTLDs, WhoIs provides the access to registrant information, and it remains unclear whether ICANN's Government Advisory Council (GAC) determines if
ICANN is even allowed to deploy any given gTLD.

A. Trademark Clearinghouse (TMCH)

The Trademark Clearing House (TMCH) is an important rights protection mechanism for the introduction of New gTLD Registries. The TMCH is comprised
of two primary functions:

1. A repository of marks submitted by trademark holders. The provider of this service receives and validates the marks. ICANN selected Deloitte
Enterprise Risk Services as the trademark validation provider for the TMCH. On February 25, 2013, ICANN announced that this system would be
available on March 26, 2013.

2. A centralized database of validated marks. This database includes provisioning relevant data to new gTLD registries and registrars that are required
for Sunrise [25] and Trademark Claims services as part of new gTLD launches. This database is critical in order to avoid conflicts that may arise
when multiple parties claim to have jurisdiction over the same gTLD identifier. ICANN is working with IBM and has announced that these systems
are anticipated to be operational later in 2013.

New gTLD Registries cannot begin sunrise when there is no TMCH, thereby presenting a number of concerns:

1. As late as Q4 2012, the proposed date for the TMCH system to be live was January 2013. The February 25th notice does not define the date that
registries and registrars can expect the systems to be available, including both the centralized database and the repository of marks.

2. The specifications for registries and registrars have not been finalized, resulting in a lack of information for these organizations to prepare their
systems. The initial draft specifications (version 00) that define the mapping for marks and signed mark data were posted by ICANN only on
February 25, 2013. As expected with any initial draft, this has generated discussion and many recommended modifications. Therefore, the current
Internet draft does not represent a stable specification that can be built upon.

3. The absence of any clear commitment for when the specifications and the TMCH will be available for integration testing and when it will be live
precludes organizations from proceeding with planning, scheduling, development and normal business planning and associated communications with
customers. Further, a compressed testing time frame will jeopardize the stability and scalability of the TMCH system as ICANN will not have an
opportunity to validate the system against real world issues like DDOS attacks and inconsistent global network connectivity.
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Figure 1: Trends in DNS Root Zone Growth

B. Pre-Delegation Testing (PDT)

Pre-delegation testing is required prior to the introduction of all new gTLDs. ICANN issued an RFP to solicit for testing providers in November 2012 and
selected Stiftelsen för Internetinfrastruktur (.se) registry in December. ICANN is currently developing a pilot for selected registries to participate in pilot
testing during March 21 through April 5. There are a number of outstanding issues related to the PDT, as were outlined in detail by the Registry Stakeholder
Group (RySG), as of late. These issues include, but are not limited to insufficient documentation or specifications from ICANN and the PDT provider, related
to the following:

•  Test Plan Documentation
•  Load Capacity Testing Information
•  Reachability Documentation
•  TCP and DNSSEC Capabilities
•  Testing Against Existing Infrastructure
•  IDN Table Testing
•  Trademark Clearinghouse

C. Emergency Back End Registry Operator (EBERO)

ICANN identified five critical functions required of all new gTLD registry operators, so that should a registry fail, an Emergency Back End Registry Operator
(EBERO) provider would assume these functions. ICANN's original plan was to select EBERO providers in June 2012 with simulations and drills in January
and February 2013 and providers prepared to be live in March. While ICANN issued an RFI in July 2012 and developed a short list in December 2012, there
are currently no signed/tested EBERO providers, to our knowledge.

With no EBERO providers, the continuity risk of any registry failure is significantly increased. The original plan allotted EBERO providers with six months
from selection to preparation for testing. Therefore, it is reasonable to conclude that from the date EBERO providers are selected that ICANN should expect
that they will require six months to prepare for testing with another two months of testing prior to being prepared for a registry failure. Should any registries
launch prior to EBERO provider readiness in the event of a registry failure or outage, the continuity of operations risk could be measured in days, weeks, or
even months, rather than the hours specified in the EBERO service level requirements.
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D. Escrow

All gTLD registry operators are required to enter into an escrow agreement and make incremental and full deposits of registry data on a prescribed schedule.
The availability of escrow is an essential component for Emergency Back End Registry Operators (EBERO) in the event of a registry failure in order to
provide the critical functions and requirements defined in the Applicant Guidebook, noting that escrow is one of these critical functions. The Application
Guidebook references draft escrow specifications expressly. There are currently two draft specifications (XML and CSV) that are being coordinated to merge
into a single specification, although the specifications are not stable references at this time.

The lack of an approved, stable, final specification will require registry operators to either select a draft specification for implementation, or will result in
delaying the launch of any gTLDs until a final specification is defined and implemented by the registry operators. Should various registries select from
available or future draft specifications, an EBERO provider's timely and accurate data recovery during an emergency situation is significantly an increased
risk, an observation that should certainly be considered as critical as new gTLD operations are being brought online.

E. Zone File Access

New gTLD registries are required to provide third-party access to zone file data. Registry operators are required to enter into an agreement that will be
standardized, facilitated and administered by a Centralized Zone Data Access (CZDA) provider. The community has not been informed of any progress on
soliciting for a CZDA provider or of any progress on creation of the standardized agreement or process for registry operators to provide users with access to
zone file data.

Registry operators will not be able to comply with contractual requirements to provide zone file data in the manner specified and required in the gTLD
Applicant Guidebook; therefore, third parties will not have access to zone file data for new gTLDs. Additionally, EBERO providers will not have access to
zone file data because ICANN has not specified EBERO providers, nor the manner with which providers once designated will access zone files.

F. SLA Monitoring

Monitoring of registry performance specifications for new gTLDs relies on the implementation of external probes operated by ICANN. However, these
systems, methodologies, and processes have not yet been defined.

Without monitoring in place, ICANN will have no ability to detect, understand if, or evaluate and identify if a registry encroaches on any emergency
thresholds for critical functions, nor will they have visibility into performance against specific service levels. ICANN has had the right to perform similar
monitoring under the Cross Network Nameserver Performance (CNNP) specifications in existing gTLDs since the first new gTLDs were introduced more
than a decade ago, yet ICANN has never established this monitoring and measurement capability. ICANN has engaged in significant discussions on the
Continuity of Operations Instrument yet has not established that the operational mechanisms themselves are ready for the launch of new gTLDs.

G. WhoIs Change Requirements

New standards and or requirements may need to be implemented for models such as RESTful interfaces to WhoIs, even though specifications are still
unstable.

H. Government Advisory Council (GAC) Advice

The requirement for GAC advice delegations, with possible separate EU advice, could delay timelines and/or impact applications. Or worse, it is unclear if it
would be possible that a TLD could launch, then receive GAC advice - would ICANN withdraw the delegation? Or might some countries begin to block
certain TLDs causing fragmentation of the Internet? The uncertainty in this area is of considerable concern to applicants, operators, and consumers alike.

V. RISKS OF NAME COLLISIONS ON THE INTERNET

Since the inception of the Internet DNS it has been known that interactive complexities can result in large scale security and stability issues as well as hard to
diagnose corner cases where consumer expectations are unaddressed or users are provided an unsafe or otherwise less than desirable experience. Express
interdisciplinary studies are paramount to proactive mitigation of
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issues with which the DNS interacts. In this section we catalog several such issues, provide general discussion related to usability of new gTLDs, as well as
consider the current status of some requests that have been made of ICANN to conduct broader studies in this area.

A. Internal Names Certificates

On March 15th 2013, the ICANN Security and Stability Advisory Committee (SSAC) published an advisory titled SSAC Advisory on Internal Name
Certificates (SAC057) [21]. The advisory identified a Certificate Authority (CA) practice that, if widely exploited, “could pose a significant risk to the
privacy and integrity of secure Internet communications.” As conveyed from ICANN to the “New gTLD Communications” email distribution list on March
15, 2013, just after the advisory was made public, it is believed that this CA practice could impact the New gTLD Program. Appendix A of the advisory
provides a timeline that suggests the issue was brought to the attention of ICANN via the SSAC mid-November 2012 at the annual SSAC workshop, and
upon recognizing the seriousness of this issue, the SSAC formed a work party to develop advice for ICANN and the community. That effort led to discussions
with the ICANN Security Team, the Certification Authority/Browser (CA/B) Forum, and working party representatives from SSAC, the product of which is
reflected in the Advisory.

The following 5 Findings were captured in [21] and provide an overview of the Internal Names Certificates issue that has given reason for security and
stability concerns, particularly when intersecting the implications with the delegation and operation of new gTLDs:

Finding 1: The SSL observatory data shows that at least 157 CAs have issued internal name certificates.

Finding 2: The exact number of internal name certificates that end in an applied for new gTLD cannot be known unless CAs voluntarily disclose the list.

Finding 3: Enterprises use internal name certificates for a variety of reasons.

Finding 4: The practice for issuing internal name certificates allows a person, not related to an applied for TLD, to obtain a certificate for the TLD with
little or no validation, and launch a man-in-the-middle attack more effectively.

Finding 5: The CA / Browser (CA/B) forum is aware of this issue and requests its members to stop this practice by October 2016. The vulnerability
window to new gTLDs is at least 3 years.

The empirical data provided in the report was from 2010 datasets, and as indicated in the report and discussed in Finding 2, only represents a lower bound
observation of Internal Name Certificates. That is, given that these certificates are presumably allocated for internal-only use (i.e., not visible on Internet-
facing servers), it is reasonable to assume that the number of issued certificates is much larger, and without a complete corpus across all Certification
Authorities, it would be impossible to ascertain the potential impact with the delegation of any new gTLD.

The Recommendations section of [21] follows. [Note: numbered bullets inserted, and original footnote pointers removed]:

Recommendation: The ICANN Security Team should immediately develop and execute a risk mitigation plan.

The mitigation plan should include at least:

1. Outreach to the CA/B forum and CAs, requesting that they treat applied for new gTLDs as if they were delegated TLDs as soon as possible, as
well as discussing the broader implications and mitigation steps. In doing so, ICANN should seek to create trust relationships between ICANN
and CA/B Forum and CAs. Because of the potential for collateral harm to users if disclosure is made public before mitigation is effected, the
SSAC believes it is important to conduct correspondence confidentially.

2. A Disclosure Policy as informed by industry best practices for vulnerability disclosure (e.g. CERT / CC vulnerability disclosure). Such a policy
should take into consideration that once the disclosure is public, it is trivial to exploit the vulnerability.

3. A communication plan on informing affected parties as determined by the disclosure policy.
4. A contingency plan to be executed if the vulnerability is leaked to the public prematurely, as well as a proactive vulnerability disclosure plan.
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Regarding the first recommendation, as a result of the SSAC efforts and subsequent dialog between the ICANN Security Team and the CA/B Forum, efforts
to remedy at least some of this vulnerability have led to some marked improvements in minimizing the potential exposure window of Internal Name
Certificates. Specifically, as conveyed in the detailed Findings information in [21], the initial vulnerability window for new gTLDs may have persisted for
three years or more, via the product of new ”Baseline Requirements for the Issuance and Management of Publicly Trusted Certificates” from the CA/B Forum
that went into effect July 1, 2012, and is as follows:

As of the Effective Date [1 July 2012] of these Requirements, prior to the issuance of a Certificate with a subjectAlternativeName extension or
Subject commonName field containing a Reserved IP Address or Internal Server Name, the CA SHALL notify the Applicant that the use of such
Certificates has been deprecated by the CA / Browser Forum and that the practice will be eliminated by October 2016. Also as of the Effective Date
[1 July 2012], the CA SHALL NOT issue a certificate with an Expiry Date later than 1 November 2015 with a subjectAlternativeName extension or
Subject commonName field containing a Reserved IP Address or Internal Server Name. Effective 1 October 2016, CAs SHALL revoke all unexpired
Certificates whose subjectAlternativeName extension or Subject commonName field contains a Reserved IP Address or Internal Server Name.

As highlighted in [21], while that was indeed welcome news, it was problematic because ICANN plans to delegate new TLDs in 2013, introducing
vulnerability for potential new gTLDs until October 2016. Further dialog with the CA/B Forum led to CA/B Forum advanced Ballot 96 on new gTLDs. The
ballot called for CAs to stop issuing certificates that end in an applied-for-gTLD string within 30 days of ICANN signing the contract with the registry
operator, and to revoke any existing certificates within 120 days of ICANN signing the contract with the registry operator. The full text of the ballot is
included as Appendix B of [21]. On February 20, 2013, the CA/B Forum passed Ballot 96 (Wildcard certificates and new gTLDs). March 12, 2013, the SSAC
finalized its advisory based on the mitigations and additional input provided by the Certificate Authority Security Council, and published [21] shortly
thereafter.

This effort shortened the exposure window considerably, but residual vulnerabilities persist with new gTLDs for up to 120 days after ICANN signs a contract
with a registry operator, and even then, only where revocation capabilities are enabled. Additionally, residual vulnerabilities may exist even longer in closed
environments (e.g., air gapped) or with other instantiations where relying party software cannot or is otherwise provisioned to not support Certificate
Revocation List (CRL) and/or Online Certificate Status Protocol (OCSP) certificate validation status checking functions. Unfortunately, one could imagine
scenarios where attackers could leverage the 30-day issuance window to initiate and exploit certificate issuance in order to attack relying parties for up to 120
days after the contract is signed, or perhaps even to specifically target specific relying party software or organizations that do not download CRLs or support
OCSP (e.g., browsers that disable checking in order to minimize latency, enterprises that block downloads or filter OCSP transactions, etc.).

ICANN also needs to develop a process and capability to notify CAs as soon as these contracts are signed, as that infrastructure does not exist yet, CAs can't
be subscribed to such a notification capability as of yet. Once this contract registry has been established and the format specification made public, CAs will
need to automate ingestion and certificate revocation functions from ICANN based on the registry contract signing dates provided therein, and notify their
own customers under this framework that those corresponding certificates must be and/or have been revoked. It would seem natural that CAs would not
revoke any certificates until the final day of the 120-day window, as under the ballot provisions provided they very well may have just issued the certificate
(and collected associated monies), or intend to issue it within the upcoming 30 day window. Note that if the above contract registry exists and is made
publicly available, it should be expected that miscreants will surely exploit the information as well, and the current model could actually lead to “runs” on
certificates related to newly delegated namespace.

An astute reader might surmise that it may well be advised to delay delegation of a new gTLD until at least 120 days has passed since ICANN has signed the
contract and compliant CAs have revoked any issued certificates that relate to that namespace, although as noted above, this would only address a portion of
the residual vulnerability.

Another consideration is the current wording the CA/B Forum ballot referenced in the [21] advisory:

If a wildcard would fall within the label immediately to the left of a registry-controlled or public suffix, CAs MUST refuse issuance unless the
applicant proves its rightful control of the entire Domain Namespace. (e.g. CAs MUST NOT issue “*.co.uk” or “*.local”, but MAY issue
“*.example.com” to Example Co.).

Specifically, the text leaves some ambiguities for CAs to issue certificates for new gTLD holders themselves, who could then exploit the vulnerabilities for
child domains within the gTLD. This could potentially result in security and privacy issues for
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Internet users, and fosters the sort of interdisciplinary concerns that have been raised for several years. “Rightful control” can be hard to prove because there
is no general accepted way of communicating which specific entities have rights to which portions of the domain namespace, similar to the problem with
“zone cuts” described next.

Regarding recommendations 2 through 4 of SAC057, on March 11, 2013 ICANN published the first Coordinated Vulnerability Disclosure Reporting at
ICANN practice statement, describing the basic principles of Coordinated Vulnerability Disclosure Reporting as practiced by ICANN.

B. Suffix Lists, Cookies, and Administrative Boundaries in the DNS

The in-bailiwick scope of cookies is already an acknowledged threat to Internet browsing, consumer privacy, and Internet security in general. A cookie for
example.com could be used to affect subzone.example.com. The way this is addressed currently is an annotated trusted list (or repository) of zone cuts
(administrative boundaries) [12] that browsers fetch in order to disambiguate where zone cuts exist, and therefore, cookie authority ends. With the addition of
new gTLDs, a number of problems arise.

The process of mapping DNS' evolving zone cuts into a standard file that is then fetched and ingested by browsers is itself architecturally ill advised because,
much like the issues “certificate pinning” introduces in browsers, it codifies DNS' dynamic structure in an offline medium. The result is that the representation
of DNS contained there will (likely) always tend towards being out of date. No matter how fast the DNS is polled and then flattened into a file, zone cuts may
well have just changed.

In addition to the primitives associated with authority, trust, and creation of the zone cut file itself, there exists the problem of browsers fetching and
maintaining it. The primary mechanisms that are in use today have not been cataloged or measured, and as such, it is not clear how well they are working.
Interestingly, at the time of this writing, we observe that the Mozilla repository is currently unprotected (i.e., it lacks both HTTPS and certification credentials
from a CA). However, by inspection we can infer that as the mapping file grows and churn increases at the highest levels of the namespace hierarchy (i.e.,
new gTLDs) it becomes more likely to be stale, and the process of ingesting it into all browsers and other applications inherits this staleness, and adds its
own. The larger size file will cause greater resources to be needed on the server side, and slower synchronization on the browser side. While this further
enshrines the heightened complexity of the browser and broader Internet application ecosystem, it also opens a potential vulnerability and variability window.

Also, with the fan-out that new gTLDs will prompt, many existing zones are likely to create doppelgangers under new gTLDs. That is, example.com will
likely seek example.newgtld, etc. This will lead to a greater corpus for browsers to poll and serialize, and will tend to increase the likelihood of zone cuts
being unsynchronized with browser mapping files. Some work [22], albeit under considerable debate, has been proposed in various forums to address one
aspects of this problem, but there are many other interacting elements that need to be considered and operationally integrated in order to mitigate the risks
from the delegation of any new gTLDs.

The impact related to the introduction of new gTLDs may well result in insecurity for widely deployed web security and cookie mechanisms, and potentially
contribute to the loss of consumer confidence and erosion of consumer privacy and trust in the Internet, as well as broader security and stability implications
yet unforeseen. It is critical that work on interactive complexity and interactions of the proposed delegation and operation of new gTLDs with mainstream
fixed and mobile devices, and applications such as web browsers and smart-phone applications, security software and hardware, and broader infrastructure, be
examined in short order.

C. Interactive Complexity and Interdisciplinary Studies

The implications of new gTLDs on external systems has been a concern of the ICANN SSAC and much more broadly in the community since new gTLDs
were first proposed. As a matter of fact, the introduction of .info over a decade ago highlighted just what sort of obvious and nuanced interdependencies may
exist as new gTLDs are delegated and made available on the Internet while applications and other systems are ill-prepared. As provided in the previous two
sections, Internal Name Certificates and Administrative Boundaries pinned to DNS zone cuts provide opportunity for Internet usability, safety and security
issues to arise.

The proper functioning and expectations of new gTLD holders, and the consumer confidence, trust, and security associated with services residing under those
new gTLDs is clearly paramount to the success of the New gTLD Program. The following quoted text contains an excerpt from a Security Week article [11]
authored by Ram Mohan in August 2012, and captures the essence of some issues to be considered with the introduction of new gTLDs:
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Getting to Universal Acceptance of All Domains

Ensuring that Internet software and sites understand all domains - not just the old three-letter domains like .COM and .NET - is called universal
acceptance. For example, when is the last time you looked at your company's online contact forms? If you haven't revisited them for a while, you
might discover that they are hard coded for certain domains like .NET or .ORG and may reject email addresses that use, say, a four-or- more-
character domain like .INFO or .MOBI. (Full disclosure: .INFO and .MOBI are both domains managed by my company, Afilias).

Or have you seen some TLDs that don't work in your browser? Some browsers, including mobile ones, screen out addresses as either “right” or
“wrong,” and many modern TLDs simply don't resolve because the browser doesn't understand how to handle the TLD.

A real-life example: as late as 2007, you could not email an article from the New York Times website to anybody with a .INFO email address, which
was actually fun for some of my colleagues because they would try to send me articles and say, ”Oh, you didn't see it? Maybe you should get a
.COM address.”

Some software and websites contain restraints that limit the scope of what is considered a valid domain name and, in the process, impose artificial -
and many times, unintended - boundaries on the emails and websites that will (or won't ) be accepted. Some of these universal acceptance issues are
caused by improper logic in software for checking valid domains or older software that requires an upgrade.

Other universal acceptance issues can be caused by a lack of support for Internationalized Domain Names (IDNs), which are domain labels that
incorporate accent marks or non-ASCII characters like Chinese, Hindi and Hebrew. IDNs are six percent of all the new gTLDs currently applied for
and, given that they haven't been widely used until now, it's likely that many websites and Internet applications won't recognize them as top-level
domains. ICANN has been discussing the issue of universal acceptance for years. And at my own company, Afilias, we had the “fun” in 2001 of
launching the first four-letter TLD - .INFO - that wasn't accepted practically anywhere.

From that experience, I developed my three “rules” of TLD acceptance:

1. An old TLD will be accepted more often than a new TLD.
2. An ASCII-only TLD will be accepted more than an IDN TLD.
3. A three-letter gTLD will be accepted more often than a longer string, even if it's a gTLD.

Universal TLD acceptance must overcome these three rules. And with the upcoming addition of hundreds of new TLDs and IDNs, the problems that
result due to a lack of universal TLD acceptance have quickly moved to the front burner as a global issue.

Related to the notion of universal acceptance, the SSAC made 5 recommendations [20] to the ICANN Board related to root scaling and new gTLDs:

Recommendation (1): Formalize and publicly document the interactions between ICANN and the root server operators with respect to root zone
scaling. ICANN and the root server operators may choose to utilize RSSAC to facilitate this interaction.

Recommendation (2): ICANN, National Telecommunications and Information Administration (NTIA), and VeriSign should publish statements,
or a joint statement, that they are materially prepared for the proposed changes.

Recommendation (3): ICANN should publish estimates of expected and maximum growth rates of TLDs, including IDNs and their variants, and
solicit public feedback on these estimates, with the end goal of being as transparent as possible about the justification for these estimates.

Recommendation (4): ICANN should update its ”Plan for Enhancing Internet Security, Stability, and Resiliency,” to include actual
measurement, monitoring, and data-sharing capability of root zone performance, in cooperation with RSSAC and other root zone management
participants to define the specific measurements, monitoring, and data sharing framework.
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Recommendation (5): ICANN should commission and incent interdisciplinary studies of security and stability implications from expanding the
root zone more than an order of magnitude, particularly for enterprises and other user communities who may implement strong assumptions
about the number of TLDs or use local TLDs that may conflict with future allocations.

As discussed in the Root Server System section earlier in the document, these five recommendations were provided to the ICANN Board in 2010. The first
and fourth recommendation have not been accommodated as of yet, whereas Recommendations 2 and 3 have been accommodated but with varying levels of
fanfare. Recommendation 5, various aspects of which are reflected in some of the text earlier in this section, and some of which are reflected in the advisory
released just last week, has resulted in numerous letters exchanged over the past three years between the ICANN Board and the SSAC, albeit with little to no
actual action by the ICANN Board to ameliorate the issues provided therein, much to the frustration of some members of the SSAC. To further illustrate this
point yet another letter is being drafted by an SSAC work party addressed to the ICANN Board as of this writing, the crux of which is that the SSAC believes
that the community would benefit from further inquiry into lingering issues related to the expansion of the root zone as a consequence of the new gTLD
program. Furthermore, issues that previous public comment periods have suggested were inadequately explored as well as issues related to cross-functional
interactions of the changes brought about by root zone growth should be investigated, and that additional perspective regarding stubbornly unresolved
concerns about the longer-term management of the expanded root zone and related systems would be prudent.

ICANN needs to seriously consider these issues before new gTLDs are operationalized, as the safety and security of Internet users, and the infrastructure
itself, is at risk.

VI. CONCLUSION

The recent disclosure of issues with Internal Name Certificates, and the broader implications of new gTLDs to parties that rely on the Internet DNS, will be
far-reaching if these issues are not addressed by ICANN in a timely manner. Addressing these issues doesn't simply mean publishing a specification and
expecting the community to have immediately implemented it and be capable of responding to all operational and security corner cases conveyed therein. It
means working with the community in attempts to identify these issues before problems arise in operational systems. It also means that adequate buffers
should exist in ICANN published timelines that account for implementation, internal testing, security auditing and vulnerability testing, pilots and early field
trials, and deliberate transition to operations; it's apparent little consideration has been given to this in the current timelines published by ICANN. In order to
ensure a successful implementation of each new gTLD, it is essential that proper planning be conducted in advance. This entails the development of a project
plan (to include: a detailed schedule, communications plan, risk management plan, and deployment plan) for each new gTLD to be implemented. These plans
should align with ICANNs timelines, thus minimizing impacts to current registry operations, as well as the overall DNS and broader Internet ecosystem.

Any party concerned with consumer and operator privacy, trust, confidence, and overall security of new gTLDs and the broader Internet would be well served
by the ICANN Board addressing these issues as appropriate before delegating any new gTLDs, as the risk of a misstep in this direction could have far-
reaching and long-lasting residual implications.
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